The bistable behavior and field induced transparency are demonstrated in a quantum-mechanical treatment of coherently driven superconducting quantum interference devices having cubic nonlinearity in the polarizability.

The SQUID considered here consists of Josephson tunnel junction enclosed by a circular superconducting loop, which is coupled through a constant static external flux \( \Phi_{ex} \) operating at low temperature \( T \). The Hamiltonian for the SQUID with junction capacitance \( C \) and loop inductance \( L \) can be described as

\[
H = \frac{Q^2}{2C} + \hbar \nu [1 - \cos(2 \pi \Phi/\Phi_0)] + \frac{(\Phi - \Phi_{ex})^2}{2L} + H^R,
\]

where \( \Phi \) (the magnetic flux threading the loop) and \( Q \) (the total charge on the capacitor) are the conjugate variables of the system (satisfying the commutation relation \([\Phi, Q] = i\hbar \nu/2 \)) and \( H^R \) contains all other higher-order terms in \( \Phi^2 \).

\[
H^R = \frac{2}{3} \hbar \nu (\pi \Phi/\Phi_0)^4 + \frac{4}{45} \hbar \nu (\pi \Phi/\Phi_0)^6 - \cdots.
\]

\( Q \) and \( \Phi \) can be expressed in terms of annihilation (creation) operator \( a(\dagger) \) as

\[
Q = i \sqrt{\frac{\hbar \omega_0 C}{2}} (a - a\dagger), \quad \Phi = \sqrt{\frac{\hbar}{2 \omega_0 C}} (a\dagger + a).
\]

With the substitution of Eq. (4) in Eq. (2) we obtain

\[
H = \hbar \omega_0 a\dagger a + \hbar \xi (a + a\dagger) + H^R,
\]

where \( \xi = \Phi_{ex}/(2 \hbar \omega_0 C L^2) \).

The SQUID is inductively coupled to the rf field via the interaction Hamiltonian

\[
H^m_{int} = \lambda_m (\Phi - \Phi_{ex}) \Phi_m,
\]

in which \( \lambda_m \) is the coupling coefficient between the SQUID and the rf field specified by parameter \( m \). \( \Phi_m \) is the magnetic flux generated by the magnetic component of the rf field \( m \) and is given by \( \Phi_m = \int_B B_m(t) d\delta \), where \( s \) is any surface that is bounded by the ring. \( B_m(t) = B_m(0) \cos(\omega_m t + \theta_m) \) with \( B_m(0), \omega_m, \theta_m \) being amplitude, frequency, and phase of the rf field \( m \), respectively.

We allow the interaction of SQUID with two rf fields of frequencies \( \omega_1 \) and \( \omega_2 \) respectively, so the total Hamiltonian becomes
\[ H^T = \hbar \omega_0 a^\dagger a + \hbar \xi (a + a^\dagger) + \hbar g_1 (a^\dagger e^{-i\omega t} + ae^{i\omega t}) + \hbar g_2 (a^\dagger e^{-i\omega t} + ae^{i\omega t}) + H^B. \]  

(7)

Here \( g_1 \) and \( g_2 \) are Rabi frequencies associated with the probe and control fields, respectively, and defined as 
\[ g_m = \frac{i}{2\pi} \langle \Phi_m | \hat{J} | \Phi_n \rangle \] with \( \Phi_m = \int_B \Phi_n(0) d\tilde{\sigma} \) (\( m = 1, 2 \)).

When \( \theta \) is small, we approximate \( H^B \approx -\frac{1}{2} \hbar \nu (\pi \Phi / \Phi_0)^4 \). We then work in a frame rotating with the frequency \( \omega_2 \) of control field and omit rapidly oscillating terms to obtain

\[ H^{FR} = \hbar \Delta a^\dagger a + \hbar \alpha a^\dagger a^2 + \hbar g_1 (a^\dagger e^{-i\delta} + ae^{i\delta}) + \hbar g_2 (a^\dagger + a), \]  

(8)

where \( \Delta = \omega_0 - \omega_2 - \alpha, \) \( \delta = \omega_1 - \omega_2 \), and \( \alpha = \nu \left( \frac{\hbar \pi}{\Phi_0 \omega_0 \omega_2} \right)^4 \).

With the currently available microfabrication techniques it is possible to choose the parameters \( C \sim 10^{-12} \), \( L \sim 10^{-10} \), \( \hbar \nu = 0.047 \Phi_0^2 / L \), \( \omega_0 / 2 \pi = 100 \) GHz, and hence \( \nu / \omega_0 \sim 10 \). The critical current is of the order of \( I_c = 6 \mu A \). For a superconducting standing-wave cavity and SQUID located at one of the antinodes of the B field, the coupling constant is \( g \sim 10^{-5} \) c. In terms of this coupling constant one can estimate other parameters \( \xi / g \approx 10, \) \( \alpha / g \approx 5 \times 10^{-2} \) and hence the device gives rise to a strong non-linearity. The coefficient (or the strength parameter) \( \beta \) of next higher-order nonlinearity is estimated to be \( \beta \) \( g \approx 10^{-4} \) and thus we neglect such term in this work. Reported dephasing times are of the orders of hundreds of nanoseconds which makes the device less sensitive to external flux and its noises.\(^\text{11}\) The coupling parameters depend on the frequency, but for the sake of simplicity of analysis we keep them as constants as the values of \( \delta \) and \( \Delta \) are kept small in comparison to \( \omega_0 \).

The Heisenberg equation of motion for the system is given by

\[ \dot{a} = -i\Delta a - 2i\alpha a^2 - ig_2, \]  

(9)

Though we work at low temperature but still some normal damping will be present. We can rewrite the above equation including the damping term (in the limit of \( T \to 0 \)) as

\[ \dot{a} = -i(\Delta + \gamma) a - 2i\alpha a^2 - ig_2, \]  

(10)

where \( \gamma \) is related to the linewidth of the associated SQUID transition. In order to solve Eq. (10), we use following ansatz:\(^\text{23}\)

\[ a(t) \equiv a(0) + a(1)e^{-it\gamma} + a(-1)e^{it\gamma}, \]  

(11)

and do not consider any quantum correlations.\(^\text{24}\) If the quantum fluctuations are not considered then the classical-type solution is the simplest solution of the problem, however, still rich in information to predict bistability and estimation of susceptibilities as we will see in the following. We get

\[ ig_2 = (i\Delta + \gamma)a(0) + 2i\alpha|a(0)|^2a(0) + 2i\alpha(2|a(0)|^2|a(1)|^2 + |a(-1)|^2) + 2a(0)a(-1)a(-1), \]  

\[ i\delta a(1) = (i\Delta + \gamma)a(-1) - ig_1 + 4i\alpha|a(0)|^2a(1) + 2i\alpha(|a(0)|^2a(-1)a(1)* + |a(0)|^2a(-1)), \]  

(12)

FIG. 1. Plot of \( J \) (arbitrary units) as a function of \( J_{IN} \) (arbitrary units) for different values of parameter \( \Delta / \gamma \). Curves (a), (b), (c), and (d) are for \( \Delta / \gamma = 0.0, -1.5, -2.5, \) and 4.5, respectively. Here \( J_{IN} \) is measured in \( 2\alpha / \gamma \) (which is also applicable for all the plots) and it corresponds to magnetic field strengths in the range of several nanotesla.

\[ -i\delta a(-1) = (i\Delta + \gamma)a(-1) + 4i\alpha|a(0)|^2a(-1) + 2i\alpha(|a(0)|^2a(1)* + |a(-1)|^2a(1)). \]  

\[ J_{IN} = \left[ \gamma^2 + (\Delta + 2\alpha \gamma)^2 \right] J. \]  

(15)

Equation (15) exhibits bistability. The turning points corresponding to upper and lower thresholds of the hysteresis cycle are given by \( J^{U/L} = \frac{-2\alpha \pm \sqrt{\Delta^2 - 3\gamma^2}}{\gamma} \).

According to Hurwitz criterion\(^\text{24}\) one finds stable branches for \( J > J^{U} \) and \( J < J^{L} \) but if the value of \( J \) is in between these threshold values then there is an unstable branch. So, the above state equation predicts bistability under the condition \( \Delta^2 > 3\gamma^2 \) provided the signs of \( \Delta \) and \( \gamma \) are opposite, i.e., \( \Delta \sim 0 \). In Fig. 1 we plot the curves for \( J \) vs \( J_{IN} \) under different values of \( \Delta \). Curves (a), (b), (c), and (d) are for \( \Delta / \gamma = 0, -1.5, -2.5, \) and 4.5, respectively. It is clear that there is no bistability for lower values of \( \Delta \), i.e., \( \Delta^2 < 3\gamma^2 \). In curve (c) bistability starts to appear as the condition \( \Delta^2 > 3\gamma^2 \) is satisfied. With further increase in \( \Delta \) value, the prominent hysteresis curve of bistability is apparent in
curve (d). Both deterministic as well as stochastic (noise-induced) switching is possible in this system. We have to use alternate triggering of up and down controlling rf pulses for demonstrating the deterministic switching and storage ability of the SQUID system similar to the atomic system.\(^2\) Also, it may be possible to use certain designs of SQUIDs, which are not sensitive to the noise\(^1\) so the deterministic switching may be possible to use certain designs of SQUIDs, which are not sensitive to the noise\(^1\) so the deterministic switching is prominent. We give some parameters for the experimental consideration. SQUIDs can be fabricated using planar components with lateral dimensions $\sim 10 \, \mu m$, giving values of $L$, $C$, $\omega_0/2\pi$, and $Z_0$ (the characteristic impedance) as $\sim 10^{-10}$ H, $10^{-12}$ F, 100 GHz, and 10 Ohms, respectively. If aluminium is used then a good BCS superconductor with transition temperature of 1.1 K and a gap of 200 $\mu$V can be obtained. Typical damping parameter ($\gamma$) for SQUIDs is of the order of $3 \times 10^6$ Hz and the $\Delta$ values depicted in Fig. 1 is in the range 0–15 MHz, much less than $\omega_0$. A typical Rabi frequency for the SQUIDs is about $10^6$ Hz, which implies that the magnetic field strength of several nanotesla or more is required in such observations. For observing such a bistable behavior we do not require two driving fields. Such behavior can be observed with a single driving field.\(^18,19\) We have given here a general formulation of the problem by considering two driving fields to demonstrate the controllability of the probe susceptibility with control field, which will be discussed next.

We can explore absorptive and dispersive characteristics of this SQUID by studying imaginary and real parts of the susceptibility with respect to the probe field

$$\text{Re}[\chi] \approx - \frac{\gamma(\delta + \Delta + 2J)(\Delta^2 + 4\Delta J + 3J^2 + 1 - \delta^2 + 2\delta)}{[\Delta + J(\Delta + 3J)]^2 + [1 + \delta^2]^2 + 2[(\Delta + J)(\Delta + 3J)(1 - \delta^2)]},$$

$$\text{Im}[\chi] \approx - \frac{\gamma'[(\Delta - \delta + 2J)^2 + (1 - J^2 - 4\delta^2)]}{[\Delta + J(\Delta + 3J)]^2 + [1 + \delta^2]^2 + 2[(\Delta + J)(\Delta + 3J)(1 - \delta^2)]}.$$

In the above expressions the explicit appearance of control field is with its frequency detuning $\Delta$. The values of $\Delta$’s are in the range from 0 to $\pm 90$ MHz and that of $\delta$ are in the range from 0 to tons of MHz. The intensity of the control field is implicitly appearing due to the parameter $J$. The control field intensity $J_{IN}$ and $J$ are related via Eq. (15) which determines $J$ for a given $J_{IN}$. So, any change in control field intensity is reflected in $J$. We have absorbed factor $\alpha$ in $J$ and $J_{IN}$ in the above expressions. $J_{IN}$ is measured in $2\alpha/\gamma^2$ and it corresponds to magnetic field strengths in the range of several nanotesla. We plot these expressions of $\text{Im}[\chi]$ and $\text{Re}[\chi]$ in Figs. 2–5 with respect to the control field’s frequency detuning ($\Delta$). Hence the probe susceptibility with respect to $\Delta$ may give rise to some unusual and interesting results. In Figs. 2 and 3 we plot $\text{Im}[\chi]$ and $\text{Re}[\chi]$, respectively, for different $J$ values under the condition $\delta/\gamma=1$ for all the curves. Curves (a), (b), (c), and (d) are for $J=0$, 1.5, 2.35, and 7.0, respectively. Curve (a) displays usual absorptionlike (dispersionlike) profile in Fig. 2 (Fig. 3) because of the small value of $J$ here. As $J$ is increased to $J=1.5$, the absorption

![FIG. 2. Imaginary part of susceptibility (dimensionless and scaled) as a function of $\Delta/\gamma$ (dimensionless) under the condition $\delta/\gamma=1$. Curves (a), (b), (c), and (d) are for $J=0$, 1.5, 2.35, and 7.0, respectively.](image1)

![FIG. 3. Real part of susceptibility (dimensionless and scaled) as a function of $\Delta/\gamma$ with other conditions as in Fig. 2.](image2)
profile changes to a dispersionlike profile for $\text{Im} \chi$ [Fig. 2(b)] but for $\text{Re} \chi$ the lower part of the dispersionlike profile splits into two parts [Fig. 3(b)]. Further increase of $J (\approx 2.35)$ clearly shows two peaks in $\text{Im} \chi$ with one corresponding to absorptionlike and another inverted-absorptionlike (Fig. 2(c)). Also, there is a width narrowing feature under this condition. Correspondingly in $\text{Re} \chi$ the splitting of lower profile looks more prominent [Fig. 3(c)]. For even larger value of $J (\approx 7)$, the narrowed absorptionlike and inverted-absorptionlike profiles approach towards equal magnitudes and their separation increases considerably [Fig. 2(d)]. Interestingly for this value of $J$, we find that $\text{Re} \chi$ also displays two clear cut dispersionlike features very much separated with each other [Fig. 3(d)]. By examining Figs. 2(a)–2(d), it is clear that as $J$ increases, there is transparency in the system around $\Delta/\gamma=0$ introduced by driving field. Also, for large $J$ value there is another region of transparency between the two peaks (one showing absorption and another gain) as evident from Fig. 2(d).

The singularities of real and imaginary parts of the susceptibility are determined by $\Delta=-2J\pm \sqrt {J^2-1+\delta^2+2i\delta}$, which locate two peaks appearing in Figs. 2(d) and 3(d) very easily. Further interesting results for real and imaginary parts of the susceptibility are presented in Figs. 4 and 5, respectively. Curves (a) and (b) of Figs. 4 and 5 are for $(\delta/\gamma=0, J=0.7)$ and $(\delta/\gamma=0, J=2.5)$, respectively. Curve (a) of Fig. 4 (Fig. 5) shows absorptionlike profile shifted towards negative $\Delta$ value. When $J$ is increased to $J=2.5$, there is a dramatic change in the profiles of $\text{Im} \chi$ [Fig. 4(b)] and $\text{Re} \chi$ [Fig. 5(b)]. The structure of $\text{Im} \chi$ now splits into two peaks having dispersionlike profiles and the $\text{Re} \chi$ also shows two narrowed dispersionlike profiles. The slope of $\text{Re} \chi$ is very steep with respect to $\Delta$ which can provide slow light propagation in this case giving rise to all important effects of such slow fields in SQUID device. Effects of negative value of $\delta$ on $\text{Im} \chi$ and $\text{Re} \chi$ are presented in Figs. 4(c) and 4(d) and Figs. 5(c) and 5(d), respectively. Curves (c) and (d) in Figs. 4 and 5 are for $\delta/\gamma=-2, J=5$ and $\delta/\gamma=-4, J=4$, respectively. Clearly, both $J$ and $\delta/\gamma$ compete with each other to determine the profiles of the two peaks under these conditions. The $\text{Im} \chi$ in Figs. 4(c) and 4(d) exhibit double peaks having absorptionlike and inverted-absorptionlike profiles. If $J$ is more than $\delta/\gamma$ [curve (c)] then there is narrowing in these peaks. The $\text{Re} \chi$ also gives two dispersionlike profiles in curves (c) and (d) of Fig. 5. From curves (a)–(d) of Fig. 4, we find that field-induced transparency increases at $\Delta/\gamma=0$ as the field magnitude is increased in these curves. The refractive and absorptive susceptibilities get enhanced due to the nonlinearity and provide effects such as field-induced transparency useful in quantum-information processing. So, the phenomenon of field-induced-transparency observed in atomic molecular media can be observed in solid state system of SQUIDs. The physical mechanism involved is the presence of control field (causing dynamic stark-splitting-like effect) and the nonlinearity.

In summary, studies of SQUID characterized by quantized flux and/or charge states with driving fields are presented here which shows controllability of its susceptibility with control field giving rise to transparency. Such device also exhibits bistable characteristics under certain parametric conditions which can be used as memory elements in circuit cavity quantum electrodynamic systems. It is also possible to produce Schrödinger cat state using third order nonlinearity offered by this device.
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FIG. 4. Imaginary part of susceptibility as a function of $\Delta/\gamma$. Curves (a), (b), (c), and (d) are for $(\delta/\gamma, J)=(0.0, 0.7), (0.0, 2.5), (-2.0, 5.0)$, and $(-4.0, 4.0)$, respectively.

FIG. 5. Real part of susceptibility as a function of $\Delta/\gamma$ with other conditions as in Fig. 4.
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